
BERT

BERT for NLP has taken the AI by storm since its launch in 2018. In 2019, Google announced that 

it had begun using BERT in its search engine, and by the end of 2020, BERT will be used in almost 

all English searches. BERT is characterized by considering the context or the difference in the 

meaning of words appearing in different sentences in the learning process, so it has become one 

of the most popular NLP algorithms.
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Applications

• Use BERT to answer sentence questions, extract fixed feature vectors, 

and analyze sentence semantics.



How to use

BERT APP is divided into three parts:

• SQuAD2.0 conducts sentence 

question training and answer

• ELMo extracts fixed feature vectors

• MRPC conducts sentence semantic 

analysis.



SQuAD2.0 - 1. Fine_Tuning

• In the input file of the 
SQuAD2.0 area, select the 
file data/SQuAD2.0/train-
v2.0.json to be fine-tuned, 
and press 1. Fine_Tuning will 
start the fine-tuning.

• After pressing it, it will stop 
and wait for a while in the 
"impossible example" line, 
which is a normal 
phenomenon.



SQuAD2.0 - 2. Inference

After training, you can choose the training 
model to answer the sentence question. 
The question file is from 
data/SQuAD2.0/dev-v2.0.json, and the 
output answer is in 
data/output/SQuAD2.0/nbest_predictions.
json.If there is no answer to the question, 
the threshold of the question will be 
recorded in 
data/output/SQuAD2.0/null_odds.json.

Note:

When you select model file, three files, 
model.ckpt-XXX.data-00000-of-00001, 
model.ckpt-XXX.index, and model.ckpt-
XXX.meta, will be read. Do not delete the 
extension data and. index file.



SQuAD2.0 - 3. Evaluate

If you need to adjust the 
threshold of the inference 
answer, you can execute "3. 
Evaluate" and adjust the 
threshold of 
null_score_diff_threshold
according to the value of 
best_f1_thresh in the 
execution result.



SQuAD2.0 – Inference File Description

The position of the orange line in nbest_predictions.json corresponds to the id of the 

question in the source file data/SQuAD2.0/dev-v2.0.json, and the answer to the question 

is in [ ].



ELMo – Extract Fixed Feature

Press "Extract Fixed Feature" to extract 
the fixed feature vector from input file 
“data/glue-data/ELMo/input.txt”, and 
store the extraction result in 
“data/output/ELMo/output.json”.



MRPC - 1. Fine_Tuning

After pressing "1. Fine_Tuning", 
train the files in the “data/glue-
data/MRPC” folder.



MRPC - 2. Inference

• After training, confirm the 
model file and press 
"2.Inference" to perform 
sentence semantic analysis on 
the "data/glue-
data/MRPC/test.tsv" file to 
determine the probability that 
the two sentences belong to 
the same meaning.

• Click the tsv path in the green 
box to view the inference 
source file and the inference 
result file.



MRPC – Inference File Description

The green line of test.tsv is sentence 1, and the blue line is sentence 2. After analysis, at the orange line of 

test_results.tsv, the former number (0.3868928) indicates the probability that the two sentences have different 

meanings, and the latter number (0.6131072) indicates The probability that two sentences have the same 

meaning.



References

• Please refer to the readme.txt in the APP folder.

• LEADERG AppForAI: https://www.leaderg.com/appforai-windows

• Copyright © LEADERG INC. All rights reserved.
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